
FINAL

NEXT GENERATION SPACE TELESCOPE
FLIGHT/GROUND LINK PROTOCOL
SELECTION ANALYSIS

August 1, 2000

[image: image1.wmf]
Prepared for

NASA Goddard Space Flight Center

Flight Software Branch/Code 582

Greenbelt, Maryland
[image: image2.wmf]
NEXT GENERATION SPACE TELESCOPE
FLIGHT/GROUND LINK PROTOCOL
SELECTION ANALYSIS

Prepared by:
Prepared for:

Ed Greville
Elaine Shell

Orbital Sciences Corporation
Head, Flight Software Branch, Code 582

egrevill@pop500.gsfc.nasa.gov
Elaine.Shell@gsfc.nasa.gov


Leslye Boyce


NGST Flight Software Manager


Flight Software Branch, Code 582


Leslye.Boyce@gsfc.nasa.gov

Table of Contents

3Table of Contents

List of Tables
3
Executive Summary
4
Acknowledgements
4
1
Introduction
5
1.1
Purpose and Scope
5
1.2
Organization of Document
5
1.3
References
6
2
Evaluation Process
6
2.1
Requirements
6
2.2
Evaluation Criteria
6
3
Alternatives Being Considered
7
4
Evaluation of Alternatives
12
4.1
Functional Overview
12
4.1.1
Data Types and Services
12
4.1.2
Files Versus Stream Data
13
4.1.3
Other Functions
14
4.2
Evaluation Criteria
14
4.2.1
Throughput Efficiency
14
4.2.2
Risk
17
4.2.3
Operability
18
4.2.4
Flexibility
18
4.2.5
Cost
19
4.3
Summary
22
5
Recommendations
24
Abbreviations and acronyms
25
Glossary
26
Appendix A – Protocol Selection Analysis Requirements
27

List of Tables

3-1
Option 1:  CCSDS/COP-1
9

3-2
Option 2:  CCSDS/CFDP/COP-1
9

3-3
Option 3:  CCSDS/CFDP
10

3-4
Option 4:  SCPS/UDP
10

3-5
Option 5:  SCPS/CFDP/UDP
11

3-6
Option 6:  IP
11

4-1
Required NGST Data Communication Services
12

4-2
Protocol Options for Reliable Data Transfer
13

4-3
Protocol Overhead Summary
15

4-4
NAK Uplink Rate for Reliable Data Downlink (kbps)
15

4-5 Percent Degradation in Throughput Due to Bit Errors
16

4-6 Minimum Frame Size for Continuous Transmission
16

4-7
Factors involving Cost
20

4-8
Summary of Analysis of Evaluation Criteria
23

Executive Summary

This study evaluates six different options for the communication protocol to be used for the NGST flight-to-ground interface.  The six options are:

CCSDS/COP-1
SCPS/UDP
CCSDS/CFDP/COP-1
SCPS/CFDP/UDP
CCSDS/CFDP
IP
The primary source of data for this evaluation is a study by Jim Legg of Raytheon entitled, “Next Generation Space Telescope Flight/Ground Link Protocol Study Report,” (Draft), May 2000.  Additional information was obtained from conversations with several developers and engineers familiar with spacecraft and control center communications and software.  

The evaluation criteria used for this analysis are Cost, Risk, Throughput Efficiency, Operability, and Flexibility.

The selected option is CCSDS combined with CFDP to perform reliable file transfers.  Inclusion of COP-1 is recommended to provide flexibility for cleanly handling data types that cannot easily be treated as files, such as application-to-application messages and real-time commands.  Section 4.3 presents a summary of the analysis and Section 5 presents specific recommendations.

The conclusions of this analysis are based on assessment of the current state of the various systems and technologies relevant to the flight-to-ground interface.  It is understood that these circumstances could change rapidly.  Consequently, it is recommended that awareness be maintained of the various alternatives and that consideration be given to possibly amending this decision in the future if an advantageous alternative becomes available.
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1 Introduction

The Next Generation Space Telescope (NGST), which is currently scheduled for launch in 2009, will perform astronomical observations from a location orbiting the Earth-Sun L2 libration point.  The NGST system is composed of a flight segment (spacecraft) and a ground segment that must communicate to permit direction of spacecraft activities from the ground, transfer of acquired data from the spacecraft to the ground, and monitoring of the spacecraft status on orbit. 

NGST Project wants to understand the issues and considerations bearing on the selection of protocols for the flight-to-ground interface.  An exhaustive study has been performed to investigate the features and benefits of several transmission protocols specifically TCP/IP, CCSDS, SCPS and CFDP (see Reference 1).  That study provides much of the information and data used in this selection analysis.

1.1 Purpose and Scope

This document reports the results of a trade-off analysis and recommends transmission protocols to be used for the NGST flight-to-ground interface.  While the scope of the decision is confined to the selection of protocols between the spacecraft and the ground, the evaluations of the alternatives will require consideration of impacts on other parts of the system including spacecraft and ground system, hardware and software.

Also, the distinction is made between selecting the protocols and specifying precisely how they are to be used.  There are some options for treating certain types of data as either files or stream data, that do not materially effect the choice of protocol.  Decisions related to these options could be left to the design phase.

1.2 Organization of Document

Section 1 provides a brief introduction including the purpose and scope of this document, and lists some references.

Section 2 describes the process that will be used to evaluate the alternatives and analyze the findings, including the evaluation criteria.

Section 3 identifies the alternatives that will be considered.  

Section 4 presents the evaluation of the alternatives in terms of the evaluation criteria defined in Section 2.

Section 5 presents the recommendations resulting from the evaluation in Section 4.

References

The following documents are referenced in this report.

1 Next Generation Space Telescope Flight/Ground Link Protocol Study Report (Draft), May 2000, GSFC Code 582, prepared by James Legg, Raytheon.

2 NGST Flight-to-Ground Interface Requirements Document, in development, GSFC Code 582.

3 The NGST Communications Study: Science Data Volume Requirements and an Assessment of Communications Options, October 12, 1999; prepared by:  John C. Isaacs, Space Telescope Science Institute; James Legg, Raytheon; and Steve Tompkins, NASA Goddard Space Flight Center.

2 Evaluation Process

This analysis will be conducted in accordance with the process defined in this section.  The process begins with identification of the requirements and a set of evaluation criteria that have been chosen as the key indicators of value for distinguishing among the alternatives.  After introducing the alternatives in Section 3, the evaluation, presented in Section 4, isolates the key issues and the key considerations, related to the evaluation criteria.

2.1 Requirements

The requirements that must be met for a proposed configuration to be considered as a viable alternative, and consequently to be accepted for consideration in this selection analysis, are presented in Appendix A.  These requirements may extend beyond those that directly impact the choice of protocol so some of them may not appear to be germane.  These requirements should be considered tentative and a requirements analysis process is currently underway leading to a Flight-to-Ground Interface Requirements Document (Reference 2).

2.2 Evaluation Criteria

The evaluation criteria presented in this section were agreed upon by a group of engineers in Code 582 and then distributed to the SOWG for review.  The purpose of the evaluation criteria is to identify those considerations the user community and the project management most value or are concerned about in making the decision of which protocol to use.  The selected criteria are as follows.

Cost – The additional cost in dollars of each alternative will be estimated by identifying all the differential elements of cost of each alternative and ignoring all costs that are common to all alternatives.  An estimate for each differential cost element will be made and the element estimates will be summed.  These costs may include both software and hardware costs for the spacecraft, the control center, a dedicated ground station, or leased commercial ground stations.

Throughput Efficiency – The estimated effective aggregate percentage of the data rate averaged over a sustained interval of time.  This is calculated as the number of information bits transmitted over an interval of time divided by the product of the link data rate times the time interval.  This definition accounts for handshaking delays, retransmission of defective data, and protocol overhead.  Separate estimates will be prepared for uplink and downlink. 

Operability – Considerations regarding ease of use in both development and operational environments will be considered.  Any considerations related to the need for operator intervention, the complexity of configuring test environments or performing integration and test activities in the laboratories, and the availability of tools and facilities will also be considered.  
Flexibility – The potential for meeting changing requirements or to withstand contingencies by virtue of available features or configuration options will be considered.  

Risk – The maturity of each alternative will be assessed in terms of the extent to which commercial support is available or there is previous flight experience.  Additionally, the risk of schedule impacts related to protocol development or qualification activities will be assessed.  Other technical risks that may be discovered will be factored in as well.  
3 Alternatives Being Considered

The alternatives under consideration in this study are presented in this section.  As stated in Section 2.1, each alternative under consideration has been qualified as satisfying the requirements in Appendix A.  Any special development that is required to render a particular alternative suitable is either assumed to have been performed by someone else at no cost to NGST, or the cost of that development will be accounted for as a differential cost.  

Various options have been suggested as worthy of consideration.  There are many more options that could be considered because corresponding layers of the various protocol stacks can be interchanged.  The following options have been included here because they illuminate all the significant issues.

· CCSDS/COP-1 – Assumes that a custom application is used to provide reliable downlink.  Uplink could be performed with COP-1 or with a custom application.

· CCSDS/CFDP/COP-1 – Uses CFDP to uplink and downlink files.  COP-1 is used for short uplinks 

· CCSDS/CFDP – Assumes that all uplink commands are packaged as files.

· SCPS/UDP – Uses SCPS-TP for messages and stream data and SCPS-FP for file transfers.

· SCPS/CFDP/UDP – Uses CFDP instead of SCPS-FP for file transfers.

· IP – Assumes that all proposed extensions (See Reference 1, Appendix A), needed to operate effectively with long delay times, have been developed and incorporated.

Each alternative is identified in a table (see Tables 3-1 through 3-6) that shows what protocol components are employed for each of the uplink and downlink operations defined by the requirements in Appendix A.  The protocol components are listed in columns representing the layer of the Open Systems Interconnect model to which they pertain.  The Session and Presentation layers are omitted because no protocols are used that specifically address these layers.  The Physical layer is not shown because the elements used in this layer are either identical or very similar across all alternatives.  This includes modulation and RF signaling.  

Three general features of these alternatives are:

· Error detection and correction encoding and decoding are not indicated in these tables.  It is assumed that all data including real-time telemetry, will be downlinked with Reed-Solomon encoding and half-rate convolutional encoding to achieve the desired bit error rate.  Uplink data would use BCH or Reed-Solomon encoding which have comparable overheads and capabilities.

· All of these options show the use of CCSDS packets at the application level which is a “legacy” approach to perform application-to-application communication using the “ApID” designation to create “pipes” for data transfer.  This really has nothing to do with the communications protocol.  

· All of these options use CCSDS framing at the link level (OSI Layer 2) except IP, which uses HDLC framing. 

Note:  There are many possible variations in these protocols regarding the allocation of a particular protocol element to a particular service.  The six alternatives shown are those that incorporate the substantive issues.  It is the resolution of these significant issues that leads to the decision rather than the exhaustive analysis of every possible variation.  

TABLE 3-1.  Option 1:  CCSDS/COP-1

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
CCSDS Frames

COP-1


CCSDS Packets

Blind Command
CCSDS Frames

COP Bypass


CCSDS Packets

Observing Plan Load
CCSDS Frames

COP-1


CCSDS Packets

File xfer Appl.

Memory Load
CCSDS Frames

COP-1


CCSDS Packets

Table Load
CCSDS Frames

COP-1


CCSDS Packets

Software Patch
CCSDS Frames

COP-1


CCSDS Packets

Stored Science
CCSDS Frames


CCSDS Packets

File xfer Appl.

Stored Telemetry
CCSDS Frames


CCSDS Packets

File xfer Appl.

Real Time Telemetry
CCSDS Frames


CCSDS Packets*

Memory Dump
CCSDS Frames


CCSDS Packets*

Table Dump
CCSDS Frames


CCSDS Packets*

Reports
CCSDS Frames


CCSDS Packets*

*  A message transfer application could be constructed to detect and resend erroneous data

TABLE 3-2.  Option 2:  CCSDS/CFDP/COP-1

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
CCSDS Frames

COP-1


CCSDS Packets

[CFDP]

Blind Command
CCSDS Frames

COP Bypass


CCSDS Packets

Observing Plan Load
CCSDS Frames


CFDP

Memory Load
CCSDS Frames

COP-1


CCSDS Packets

[CFDP]

Table Load
CCSDS Frames

COP-1


CCSDS Packets

[CFDP]

Software Patch
CCSDS Frames

COP-1


CCSDS Packets

[CFDP]

Stored Science
CCSDS Frames


CCSDS Packets

CFDP

Stored Telemetry
CCSDS Frames


CCSDS Packets

CFDP

Real Time Telemetry
CCSDS Frames


CCSDS Packets

Memory Dump
CCSDS Frames


CCSDS Packets*

[CFDP]

Table Dump
CCSDS Frames


CCSDS Packets*

[CFDP]

Reports
CCSDS Frames


CCSDS Packets*

[CFDP]

*  A message transfer application could be constructed to detect and resend erroneous data

[CFDP] – Data that is not traditionally handled as files could be packaged as files and transferred with CFDP.

TABLE 3-3.  Option 3:  CCSDS/CFDP

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
CCSDS Frames


CCSDS Packets*

[CFDP]

Blind Command
CCSDS Frames


CCSDS Packets

Observing Plan Load
CCSDS Frames


CCSDS Packets

CFDP

Memory Load
CCSDS Frames


CCSDS Packets*

[CFDP]

Table Load
CCSDS Frames


CCSDS Packets*

[CFDP]

Software Patch
CCSDS Frames


CCSDS Packets*

[CFDP]

Stored Science
CCSDS Frames


CCSDS Packets

CFDP

Stored Telemetry
CCSDS Frames


CCSDS Packets

CFDP

Real Time Telemetry
CCSDS Frames


CCSDS Packets

Table Dump
CCSDS Frames


CCSDS Packets*

[CFDP]

Memory Dump
CCSDS Frames


CCSDS Packets*

[CFDP]

Reports
CCSDS Frames


CCSDS Packets*

[CFDP]

*  A message transfer application could be constructed to detect and resend erroneous data

[CFDP] – Data that is not traditionally handled as files could be packaged as files and transferred with CFDP.

TABLE 3-4.  Option 4:  SCPS/UDP

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Blind Command
CCSDS Frames
SCPS-NP
UDP
CCSDS Packets

Observing Plan Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

SCPS-FP

Memory Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Table Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Software Patch
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Stored Science
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

SCPS-FP

Stored Telemetry
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

SCPS-FP

Real Time Telemetry
CCSDS Frames
SCPS-NP
UDP
CCSDS Packets

Table Dump
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Memory Dump
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Reports
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

TABLE 3-5.  Option 5:  SCPS/CFDP/UDP

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets



Blind Command
CCSDS Frames
SCPS-NP
UDP
CCSDS Packets

Observing Plan Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

CFDP

Memory Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Table Load
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Software Patch
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Stored Science
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

CFDP

Stored Telemetry
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

CFDP

Real Time Telemetry
CCSDS Frames
SCPS-NP
UDP
CCSDS Packets

Table Dump
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Memory Dump
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

Reports
CCSDS Frames
SCPS-NP
SCPS-TP
CCSDS Packets

TABLE 3-6.  Option 6:  IP

FUNCTION \ 
LAYER
Data Link
Network
Transport
Application

Real Time Command
HDLC Frames
IP
TCP
CCSDS Packets

Blind Command
HDLC Frames
IP
UDP
CCSDS Packets

Observing Plan Load
HDLC Frames
IP
TCP
CCSDS Packets

FTP

Memory Load
HDLC Frames
IP
TCP
CCSDS Packets

Table Load
HDLC Frames
IP
TCP
CCSDS Packets

Software Patch
HDLC Frames
IP
TCP
CCSDS Packets

Stored Science
HDLC Frames
IP
TCP
CCSDS Packets

FTP

Stored Telemetry
HDLC Frames
IP
TCP
CCSDS Packets

FTP

Real Time Telemetry
HDLC Frames
IP
UDP
CCSDS Packets

Table Dump
HDLC Frames
IP
TCP
CCSDS Packets

Memory Dump
HDLC Frames
IP
TCP
CCSDS Packets

Reports
HDLC Frames
IP
TCP
CCSDS Packets

Evaluation of Alternatives

This section examines the advantages and disadvantages of the alternatives identified above in terms of the evaluation criteria defined in Section 2.  Section 4.1 discusses the required functions and sets the context for the discussion of evaluation criteria in Section 4.2.  Section 4.3 provides a summary of the evaluation in Section 4.2.

3.1 Functional Overview

3.1.1 Data Types and Services

Table 4-1 shows the required data communication services for NGST.  This table makes two main points.  First, the data types reduce to three bi-valued qualifiers:  a) uplink or downlink; b) file or stream data; and c) reliable or non-reliable data transfer.  Second, it is generally agreed that it makes sense to treat some data as files (notably stored science and engineering) and some data as a stream (real-time engineering), however, there are many data types that could be treated as either files or stream data.  It is generally agreed that all data could be treated as files, but not everyone agrees that this makes sense in all cases.  This issue is discussed further in Section 4.1.2.

Table 4-1.  Required NGST Data Communication Services

Link
Data Type
Comments
Treated As
Service

Downlink
Stored Science

Stored Engineering
Stored in SSR
Files
Reliable


R/T Engineering
Continuous
Stream
Non-Reliable


Reports
Frequent, low volume
Files
Reliable




Stream
Reliable


Memory Dumps

Table Dumps
Infrequent
Files
Reliable




Stream
Reliable

Uplink
Memory Loads

Table Loads

Software Patches
Infrequent

More frequent

Infrequent
Files
Reliable




Stream
Reliable


Observing Plan Load
Frequent
Files
Reliable




Stream
Reliable


Commands
Frequent
Files
Reliable




Stream
Reliable


Blind Commands
Only when no downlink
Files
Non-Reliable




Stream
Non-Reliable

Table 4-2 maps the 8 service combinations that result from the three qualifiers (uplink/downlink; file/stream; and reliable/non-reliable) into the protocol elements that could provide them.  In this table, CFDP is treated as a file transfer application that can be run in conjunction with any of the three protocols.  CFDP Class 2 Service provides reliable file transfer.  The cells for non-reliable file transfer are shaded to indicate that this capability is not actually required.  CFDP Class 1 Service provides non-reliable service.

Table 4-2.  Protocol Options for Data Transfer

Link
Treated As
Protocol Options



CCSDS
SCPS
IP



Reliable
Non-Reliable
Reliable
Non-Reliable
Reliable
Non-Reliable

Uplink
Files
CFDP-Cl. 2
CFDP-Cl. 1
SCPS-FP

CFDP-Cl. 2
CFDP-Cl. 1
FTP

CFDP-Cl. 2
CFDP-Cl. 1


Stream
COP-1

Custom App
COP-0

Pckts/frames
SCPS-TP
SCPS/UDP
TCP/IP
UDP/IP

Down-link
Files
CFDP-Cl. 2
CFDP-Cl. 1
SCPS-FP

CFDP-Cl. 2
CFDP-Cl. 1
FTP

CFDP-Cl. 2
CFDP-Cl. 1


Stream
Custom App
Pckts/frames
SCPS-TP
SCPS/UDP
TCP/IP
UDP/IP

3.1.2 Files Versus Stream Data

Generally, the term file implies a named set of data that can be opened, closed, read, written, extended, copied, transferred, and deleted using functions provided by a file management system that refers to the data set by name.  Also, it is implied that one can generate a list of files and certain characteristics of each file, such as length and creation date, that reside on storage device associated with a particular local or remote processing platform.

The term stream generally implies data that flows between two applications, under the control of the sending and receiving applications, without the assistance of a file management system.  

The question of whether to transmit certain data types as files or streams has provoked significant debate among various system engineers and flight software developers.  The issue boils down to the following two points of view.

FILES – You can make any data look like a file and you can code applications to create, store data in, open, read, close and delete files.  It is argued by some that once you have the file transfer capability, using any other technique adds needless complexity and consumes unnecessary resources.  It is argued that once you’ve coded interfaces for applications to perform file operations, it is wasteful and confusing to invent or reuse other methods instead of using the tested reliable file transfer protocol.

STREAM – Recent spacecraft operations software utilizes tightly-coupled applications that exchange messages directly using packets sent over CCSDS virtual channels.  Making these applications pass messages through files seems to some developers as roundabout, “kludgy” and inelegant.  They argue that it is harder to code, less direct, and less efficient.  Why should one have to check for the existence of a new file somewhere, to receive a message, rather than just “hang a read” on a logical port?

This question may not be easily resolvable by making comparisons of cost and computer resources.  It may make sense to consider this a design decision.  If SCPS or IP protocols are used, TCP/IP and SCPS-TP/NP provide reliable stream data transfer for both uplink and downlink.  If CCSDS is used, COP-1 or a custom application could provide reliable uplink transfer of stream data, while a custom application could be used for the downlink.  This flexibility provides some latitude for the designers and developers to consider the specific circumstances and select the approach that make the most sense at the time.

Another factor that may influence the choice of approach is the evolution of software tools and hardware capacity.  As software tools develop, program design and implementation occur at more abstract levels, and the details of implementation are more hidden from both developers and users.  So whatever primitives are implemented for the transfer of information, can be invoked at a conceptual level without regard to underlying implementation details.  This frequently results in less efficiency in terms of numbers of instructions executed, but, since hardware capacities are simultaneously advancing, these differences in efficiency become less significant.  With flight software, however, reliability is an extremely important consideration, and greater complexity has the general effect of introducing more errors.  So it is essential to ensure that all of the underlying methods are exhaustively tested and operated in the environments where they will be applied.  

3.1.3 Other Functions

A requirement to be able to prioritize downlink data has been included in Appendix A (Requirement 1.3).  The purpose of this is to is to ensure, for example, that while science files are being transferred, real-time engineering will still be available.  CCSDS and SCPS provide this capability.  IP does not provide this capability.  It is assumed that CFDP, when used with CCSDS, could make use of this capability as well.  It is worthwhile to note that this data prioritization can be provided at the application level even if the protocol does not provided it directly. 

A requirement to support degraded operation in a contingency drift-away orbit has been included in Appendix A (Requirement 4).  This requirement has the effect of lengthening the delay times under which the flight-to-ground interface must operate and accentuates the advantages of protocols that perform well under these conditions.  Since delay time is already a significant factor in this study, this requirement does not impact the selection but only makes the rationale for the selection even stronger.

3.2 Evaluation Criteria

This section presents the evaluation of each of the five evaluation criteria.

3.2.1 Throughput Efficiency

DOWNLINK

Throughput efficiency is determined by four principal factors:  a) protocol overhead from additional bits appended to the data; b) re-transmission of bad data; c) unused capacity caused by waiting for ACKs or NAKs or slowing down to avoid collisions; and d) protocol traffic to support the uplink.  The last factor is insignificant for the downlink case because the uplink data volume is so small compared with the downlink.  However, this factor is significant for the uplink case discussed below.

The protocol overhead is small compared to the Reed-Solomon encoding bits, however, SCPS and IP have marginally higher overhead than CCSDS and CFDP/CCSDS.

Table 4-3.  Protocol Overhead Summary


CCSDS
IP
SCPS
CFDP

Protocol
0.0
1.32
0.88
0.32

Sync
0.37
0.03
0.37
0.37

Other 
0.26
1.67
0.74
0.73

Total Non-RS
0.62
3.01
1.99
1.42

R-S
14.68
14.99
14.77
14.69

Total Overhead
15.3
18.0
16.8
16.1

Data extracted from Reference 1, Table 7.3-1.

Reference 1 demonstrates that, to provide reliable downlink efficiently at L2 with the ~5.4 sec one-way light time, the protocol must have the following features:

1.
Re-transmitting only bad data rather than re- transmitting all data following the last good data received.

2.
Continuous transmission of source data without waiting for ACKs or NAKs to arrive.

3.
Minimum use of the uplink for requesting retransmission by using NAKs batched to reduce overhead.  This is discussed in the uplink section below.

The CFDP specification provides these three features, and apparently, SCPS-FP does as well.  IP in its current standard form does not provide these features.  The proposals for extension of IP partially address these features, however, they do not specifically address communication at the distances required for NGST.  Many of these extensions are intended to mitigate detrimental effects of network optimization features that are fundamentally contrary to NGST objectives, such as network collision avoidance.  

UPLINK

CFDP and SCPS-FP provide the same features for the uplink as for the downlink.  The most significant consideration for the uplink throughput efficiency is the protocol traffic to support the downlink.  This is addressed in Reference 1, Section 8, Asymmetric Transmission Rates, which calculates the uplink rate of NAK traffic to support a downlink carrying a day’s worth of science data in 8 hours with a BER of 10-6.  These figures are shown in Table 4-4 below.

Table 4-4.  NAK Uplink Rate for Reliable Data Downlink (kbps)


CCSDS
IP
SCPS
CFDP

As Detected
4.4
3.2
5.5
3.9

Batched at End
1.4
1.7
1.8
1.3

Data extracted from Reference 1, Table 8.5-1.

This data is based on an assumption that IP will contain the option to send NAKs in batches, however, it is not established that this capability will be available.  It is also assumed that a custom application will be used for CCSDS if CFDP is not used.  Note that these are worst case numbers.  If the BER is chosen as 10-7 and a more typical distribution of errors is assumed, NAK uplink rates can be as low as 50 to 500 bps instead of the 1300 to 1800 shown in Table 4-4.

It is clear that batching NAKs has a significant advantage over sending NAKs as bad frames are detected.  It could make the difference between using a 4 kbps link and an 8 kbps link, and if the BER on the downlink is 10-7, a 2 kbps uplink could be used.  Selection of the uplink rate will obviously have to wait until more accurate estimates of the uplink data volume have been established.  

If CCSDS is used, the next significant issue related to uplink throughput efficiency is whether to use COP-1 for some uplink applications or use CFDP for all uplink data.  The discussion on files versus stream data in Section 4.1.2 is applicable here.  Recent missions have used custom applications to perform memory and table loads, and command uplinks.  Such applications simply attach a CRC pattern to the data, which is checked upon receipt.  If the CRC check fails, the receiving application simply requests that the defective data be re-sent.

For file-oriented data, using CFDP provides comparable throughput efficiency as using a custom application.  However, COP-1 does not conform to the first required feature listed in the downlink section above (re-transmit only missing or bad data).  Instead, COP-1 ignores all data received after an error or missing packet is encountered.  This means that every time an error occurs in a COP-1 uplink stream, 10.8 seconds (round-trip light time to L2) worth of data are lost.

Assuming a bit error rate of 10-6 and a 4 kbps uplink, one bit out of every million is an error.  It takes 250 seconds to transmit a million bits at 4 kbps, and 10.8 seconds worth of data is 43.2k bits.  So, on average, the efficiency would be reduced by about 4.3%.  A bit error rate of 10-6 is considered the worst case, so the reduction may be less.  The degradation in throughput efficiency due to errors depends heavily on the link rate and the bit error rate as shown in Table 4-5.  These figures assume a uniform distribution of bit errors which is worst case.

Table 4-5.  Percent Degradation in Throughput Due to Bit Errors
Link Rate (bps)
2000
4000
8000
16000

BER 10-6
2.16
4.32
8.64
17.58

BER 10-7
0.22
0.43
0.86
1.76

Also, COP-1 does not conform to the second required feature listed in the downlink section above (continuous transmission of source data without waiting for ACKs or NAKs to arrive).  COP-1 sends 127 transfer frames, which it holds in a transmission buffer, and then waits for ACKs to arrive before sending any more data.  COP-1 is designed this way to ensure that command information cannot arrive out of sequence.  These 127 transfer frames can contain up to 1016 bytes each for a total of 1,032,256 bits (although 250 bytes is typical).  Whether or how long the uplink process must wait depends on the link rate and the frame size.  Table 4-6 below shows the minimum frame size that must be used for a given link rate.  Note that if a portion of the uplink is used for sending NAKs, the effective link rate is reduced and consequently so is the minimum frame size.

Table 4-6.  Minimum Frame Size for Continuous Transmission
Link Rate (bps)
2000
4000
8000
16000

Framesize (Bytes)
21
43
85
170

3.2.2 Risk

CCSDS

CCSDS has been used on many space missions in the US including NASA, military, and commercial and European missions as well.  CCSDS hardware is available for spacecraft that performs CCSDS protocol functions.  GSFC Code 582 has produced flight software for several missions that incorporates a “software bus architecture” which uses the CCSDS virtual channels to implement task-to-task communication both between on-board applications and between applications across the flight-to-ground interface.  CCSDS meets all the NGST requirements except for reliable file transfer, which could be implemented by a custom application.  The use of CCSDS bears essentially no risk.  Developing a custom application for reliable file transfer bears some technical risk, which can be mitigated through use of good software development practices, and some cost risk if complexity issues arise in achieving reliable unattended operation.

CFDP

No complete implementation of CFDP currently exists; however, basic implementations have been built by JPL and ESA and non-reliable file transfers have been performed in a laboratory between the JPL and ESA versions.  GSFC Code 584 has produced state tables for most of CFDP (including all the features needed for NGST) that are being incorporated into the draft standard, and is planning to commence implementing its own version shortly.  Code 584 personnel have provided informal estimates for development of CFDP ranging from ½ to 1 person-year including incorporation into the ASIST ground system.  The STEREO mission, MARSAT, and a Mercury mission are all considering using CFDP.  There are plans for testing CFDP on STRV-1d late in 2001 if funding is available.  NGST only requires the implementation of Class 2 (reliable) service although Class 1 (unreliable) may also be useful.  The end-to-end services using waypoints and relays, and the proxy service are not required although the ground station could be defined as a waypoint between the spacecraft and the control center with certain potential advantages.  Conversations with 584 indicate that the required subset of CFDP services can easily be isolated and developed separately.  The use of CFDP has minimal risk because (1) there are three developers, one being GSFC; (2) NGST requires only a subset of CFDP features; and (3) a mature specification and design exists that meets the delay, throughput efficiency, and uplink/downlink asymmetry requirements characteristic of NGST.

SCPS

SCPS is designed for use in space and the design specifications meet the NGST requirements. Prototype versions of SCPS are being developed commercially for low-Earth-orbit testing.  The STRV-1d mission, scheduled for launch late this year, will be used next year to test implementations of SCPS being developed by Mitre, Avtec, and Global Systems Technology (GST), supported with NASA Headquarters funding.  SCPS is being ported to the VxWorks and Linux operating systems.  The technical risk of using SCPS is minimal in terms of meeting NGST requirements.  However, it is not mature and is not yet well established in terms of actual use.  Further, it provides networking features that are not needed for NGST, and the overall complexity of the software poses some cost risk in terms of integration and testing, and maintenance.  Given that many current spacecraft flight and ground software, and ground stations are constructed around CCSDS, there is some additional cost risk in using an approach with which development personnel are less familiar.

IP

IP is the most widespread and utilized of the protocols being considered in this study.  However, the standard version cannot support NGST because of (1) the time delay to L2, and (2) features of IP that are designed to optimize its performance in network environments, such as collision avoidance, which are inappropriate for NGST use.  IP has never been used for a space mission although low-earth-orbit tests of the standard version have been performed with UOSat‑12.  If funding is available, IP tests of the standard version may also be performed using STRV-1d in 2001.  Numerous proposals for extension of TCP/IP have been written that would solve many if not all of the issues related to use in spacecraft with long time delays.  Conversations with engineers involved in this work have suggested using UDP/IP along with custom applications or possibly CFDP to achieve reliable file transfer over L2 distances.  The risk associated with using IP is considered to be significantly greater than SCPS because the efforts to extend IP do not seem to be as mature, committed or coordinated with regard to specifically meeting the needs of NGST.

3.2.3 Operability

CFDP has four options for timing the sending of SNAKs from the receiver to the sender.  These options are: (a) immediate NAK mode in which a NAK is sent as soon as an error or missing packet is detected; (b) deferred NAK mode in which all NAKs are sent at the end of the transfer; (c) prompted NAK mode in which the sending node prompts the receiving node to send NAKs; and (d) asynchronous NAK mode in which NAKs are sent by the receiving node in response to an external signal.  The asynchronous NAK mode could be used to fill in gaps and errors in a partially transmitted file in anticipation of an impending LOS.  These options also allow more efficient management of the uplink traffic during downlink operations as described in Section 4.2.1 that discusses throughput efficiency.

CFDP also provides for “waypoints” that perform a store and forward function so that errors occurring between the ground station and the control center or data center would not cause retransmission from the spacecraft.  Neither IP nor SCPS provides this feature.  Another option would be to make the ground station the primary CFDP ground node.  If the ground links have much higher quality than the space-to-ground link, this may not be a significant issue.  

Both IP and SCPS provide general networking capability, which could be used to implement the required NGST point-to-point links, but is more complex than what is needed and may require additional measures to maintain security.

3.2.4 Flexibility

IP and SCPS provide options for reliable and unreliable stream data transfer and the general networking capability.  If these were mature, space-proven protocols with mature support hardware, this flexibility might have some value even though it is not directly required.

The end-to-end service capability provided by CFDP using waypoints and relays provides significant useful flexibility in the design of the ground network.  The four options for controlling the sending of SNAKs will be useful to optimize performance of data transfer operations.

3.2.5 Cost

Cost estimate information related to the various options have been obtained from Reference 1 and to a limited extent from other sources and are presented in Table 4-6.  The data in this table are considered preliminary and incomplete.  However, the data do give some indication of the significant cost factors and a relative indication of the cost magnitudes among the options.  

There is considerable uncertainty in the estimates for costs of integrating and testing that would accrue from using SCPS and IP.  The estimates presented here have been obtained from examination of the UOSat-12 and STRV-1d missions.  Development costs for SCPS and IP are regarded as zero because it is assumed that this development would be performed by other institutions, which introduces additional risk as was mentioned in Section 4.2.2.  The cost data associated with CCSDS are more certain because of the extensive experience on past missions.  Estimates of CFDP development costs were obtained through direct contact with Code 584 personnel who have completed a design and are preparing for implementation.

One significant issue is that IP is incompatible with Reed-Solomon encoding because IP has variable-length frames and Reed-Solomon requires fixed-length frames.  Solutions include reframing the data or using different encoding, and may require developing special hardware.  If the data are reframed using CCSDS packets, the cost of developing new hardware may be avoided.

Table 4-7.  Factors involving Cost

Factor/Protocol
CCSDS/COP-1
CCSDS/CFDP/COP-1
CCSDS/CFDP
SCPS/UDP
SCPS/CFDP/ UDP
IP

Spacecraft HW







Uplink/Downlink Card
Cards for CCSDS framing with R-S and convolutional encoding are available for about $50,000.  No add’l cost.

0
<<<

0
<<<

0
<<<

0
<<<

0
No cards are currently available that do HDLC framing and R-S and convolutional encoding.

$100,000 

Memory for code + buffers
small
small
small
small
small
10 Mbytes









Spacecraft SW







Protocol SW, Develop, I&T
CCSDS tends to vary with mission so some mods may be required.

$12,500




Assume that needed IP extensions have been developed.  See risk.

Installation on new processor with new operating system
Already done.

0
Code CFDP I/Fs for file sys., link layer, transactions (1 mo.)

$12,500
Code CFDP I/Fs for file sys., link layer, transactions (1 mo.)

$12,500
GST developing SCPS in VxWorks on STRV-1d by 7/2000 (8 mos.).  

$100,000
GST developing SCPS in VxWorks on STRV-1d by 7/2000 (8 mos.).  

Code CFDP I/Fs for file sys., link layer, transactions (1 mo.)

$112,500
Standard IP available in VxWorks.  Would need to be replaced.  Vytek put IP in SCOS for $50,000.

$50,000

Applications, Develop, I&T
Build reliable data transfer capability (4mos)

$50,000

Implement file-based R-T uplink (2 mos.)

$25,000












Control Center HW







Uplink/Downlink Card
Cards for CCSDS framing with R-S and convolutional encoding are available for about $50,000.  No add’l cost.

0




No cards are currently available that do HDLC framing and R-S and convolutional encoding.

$100,000 









Control Center SW







Protocol SW, Develop, I&T
CCSDS tends to vary with mission so mods may be required. (1 mo.)

$12,500
Develop CFDP kernel from scratch. (8 mos.)

$75,000
Develop CFDP kernel from scratch. (8 mos.)

$75,000
GST is porting SCPS  to Linux for $100,000

$100,000
GST is porting SCPS to Linux for $100,000

Develop CFDP kernel from scratch. (8 mos.)

$175,000
Assume that needed IP extensions have been developed.  Porting and I&T (4 mos)

$50,000

Applications, Develop, I&T
Build reliable data transfer capability (4mos)

Existing CCSDS software, but some application level coding may be required. (1 mo.)

$62,500
Integrate CFDP into Ground System (2 mos.)

$25,0000
Integrate CFDP into Ground System (2 mos.)

$25,000
Integrate SCPS into Ground System (4 mos.)

$50,000
Integrate SCPS into Ground System (4 mos.)

Integrate CFDP into Ground System (2 mos.)

$75,000
<<<

$25,000









Ground Station HW







Dedicated







Upgrade to Protocol Node







Secondary GS















Ground Station SW







Dedicated







Upgrade to Protocol Node







Secondary GS















TOTAL
$137,500
$112,500
$137,500
$250,000
$362,500
$325,000

3.3 Summary

CCSDS in combination with CFDP meets all the flight-to-ground communications requirements.  The options CFDP provides for sending SNAKs and the end-to-end service features provide potential operational advantages and added flexibility.  Since COP-1 is free and proven, including it as an option, at least until the completion of flight-to-ground software design, provides added flexibility for designers.  The costs of this approach appear to be lower than with other options and the throughput efficiency is marginally better than with the IP and SCPS options, but the differences are not great and these factors are not considered highly significant.  CCSDS presents essentially no risk and CFDP development risk appears to be less than for SCPS and IP because, (1) it is being considered for several missions, (2) the complexity of CFDP is less than for SCPS or IP and only a subset is required, (3) there are at least three developers working on independent implementations, and (4) one of the developers is GSFC, Code 584 who has completed design of the state tables.

Both IP and SCPS provide networking capability, which is not a requirement for the NGST flight-to-ground interface.  While there may be some advantage to having the spacecraft and the ground station be nodes on a network, the technology to do this is not yet fully developed and in common use although development and testing are underway and operational versions could arrive within the next year or two.  While these efforts look very promising, the uncertainties associated with these activities present a definite risk with little compensating benefit for NGST. 

IP offers the advantage over SCPS of greater compatibility with the ground networks; however, it is not currently suitable for use at L2 distances or with high data rates.  If IP were extended to remedy these deficiencies, it would become what SCPS is now, and SCPS is currently seen as lower risk than IP.

The communications hardware and software technologies related to the flight-to-ground interface may develop rapidly over the next two years.  Also, the software engineering processes and environments used in the development of the flight and ground software implementing this interface may evolve to the point where communications objects may easily be substituted with little impact.  If this occurs, it may serve the project to entertain revision of the design at a later date.  At present and with the current uncertainties, we recommend using CCSDS and CFDP with COP-1 available for possible use with certain data types, to be decided during the design process.

Table 4-8.  Summary of Analysis of Evaluation Criteria

Criterion/

Protocol
CCSDS/COP-1

Option 1
CCSDS/CFDP/COP-1 

Option 2
CCSDS/CFDP 

Option 3
SCPS/UDP

Option 4
SCPS/CFDP/UDP 

Option 5
IP 

Option 6

Operability
Custom data transfer applications must adhere to requirement for unattended operation.
CFDP has 4 options for use of SNAKS.  Could be used to transfer error-free partial files (e.g impending LOS).  Automatically spans file transfers over gaps if requested.
<<<<

All data transferred would be treated as files. 
The networking features are not required or desirable for NGST.
(Include comments from Option 2)

The networking features are not required or desirable for NGST.
The networking features are not required or desirable for NGST.  Some features, such as collision avoidance, are contrary to NGST ops concept and require mitigation.

Flexibility
Could use Ground Station as a bent pipe only.
Could use Ground Station as either bent pipe or waypoint at additional cost.

Could use COP-1 for short uplinks.
Could use Ground Station as either bent pipe or waypoint at additional cost. 


Provides reliable stream capability.  

Availability of commercial IP tools usable with SCPS.
Provides reliable stream capability.  

Could use Ground Station as either bent pipe or waypoint at additional cost. 


Provides reliable stream capability.  

Could use Ground Station as protocol node.

Availability of commercial IP tools.

Risk
CCSDS and COP-1 have been used many times, are widely accepted.  Simple applications to perform reliable data downlink and reliable uplink of Tables and Memory Loads have been built routinely and have low risk.  Some risk associated with unattended operation.
<<<<

JPL and ESA have performed basic interoperability tests of their CFDP versions.  GSFC leads design of state tables.
CCSDS has been used many times, is widely accepted.  

JPL and ESA have performed basic interoperability tests of their CFDP versions.  GSFC leads design of state tables.
SCPS being tested on LEO STRV-1d.  Commercial version will be available in 2000 but not shrink wrapped.
JPL and ESA have performed basic interoperability tests of their CFDP versions. GSFC leads design of state tables.
Extensions to IP have been proposed that solve some but not all of the throughput issues. Firm commitment to these extensions is not assured..

Cost
CCSDS does not have a reliable downlink protocol so a simple file transfer application would have to be provided Flt & Gnd.  

$137,500
$112,500
$137,500
$250,000
$362,500
I&T for IP.  Solve frame encoding problems.

$350,000

Throughput

Efficiency
COP-1 loses 10 seconds of data on each error (-4.3% @ 4kbps, 10-6 BER).
COP-1 loses 10 seconds of data on each error (-4.3% @ 4kbps, 10-6 BER)

CFDP has high throughput efficiency.


CFDP has high throughput efficiency.
SCPS-FP has high throughput efficiency.
CFDP has high throughput efficiency.
It is assumed that FTP would have high throughput efficiency if needed extensions were implemented.

Summary
Must build custom application for reliable transfer.  

Must treat all data as files or build custom applications for reliable stream.
Networking features not needed, might add convenience, pose greater security risk.  

Provides reliable stream up and downlink.
Networking features not needed, might add convenience, pose greater security risk.  

Provides reliable stream up and downlink.
<<<<

Standard version doesn’t meet long delay requirement.  Incompatible with R-S encoding so fixed framing would have to be added or different frame encoding used.  IP with needed extensions would provide what SCPS already does. 

Greater risk than SCPS.

<<<<  means this box includes the comments from the box to the left.

4 Recommendations

After consideration of the evaluation of alternatives presented in Section 4, the following recommendations were compiled. 

1. Select the CCSDS protocol in conjunction with CFDP for the reliable uplink and downlink of data files (including any data that can reasonably be treated as files).  Utilize the COP-1 capability of the CCSDS protocol for reliable uplink of data that developers wish to treat as stream or message data.

2. Maintain contact with the developers of CFDP, in particular JPL, ESA and GSFC Code 584.  Involve the flight software developers with the CFDP developers to ensure maximum reuse and ease of porting of CFDP to the flight system.

3. Provide partial support for development and testing of the GSFC Code 584 version of CFDP including laboratory test with simulated time delays and data errors.

4. Maintain awareness of the progress of SCPS and IP development and testing in case SCPS or IP matures rapidly to the point where proven components are available and there are significant cost or operational advantages to using them.  

Additional Considerations

1. During ground station design, consider making the ground station a waypoint so that, in the event of a communications interruption between the ground station and the control center, data received correctly from the spacecraft will be automatically forwarded to the control center once the link is re-established.

2. During this analysis, the question arose whether there is or should be a requirement to support a contingency drift-away orbit.  While this factor did not influence this study in any significant way (in fact it might strengthen the selection of CFDP), it is likely to affect other design decisions in the near future.  

Abbreviations and acronyms

ACK
Acknowledgment

ApID
Application Identifier

ASIST
Advanced Spacecraft Integration and System Test

BCH
Bose-Chaudhuri-Hocquenghem – an encoding algorithm for error detection and correction

CCSDS
Consultative Committee for Space Data Systems

CFDP
CCSDS File Delivery Protocol

CLCW
Command Link control Word (CCSDS)

CLTU
Command Link Transmission Unit (CCSDS)

COP-1
Command Operational Protocol-1 (CCSDS)

ESA
European Space Agency

FTP
File Transport Protocol

GSFC
Goddard Space Flight Center

HDLC
High-level Data Link Control

I/F
Interface

IP
Internet Protocol

JPL
Jet Propulsion Laboratory

L2
Second Lagrange Point

LOS
Loss of signal

MHz
Mega-Hertz

NAK
Negative Acknowledgment

NASA
National Aeronautics and Space Administration

NGST
Next Generation Space Telescope

OSI
Open System Interconnect

R/T
Real-time

SNAK
Selective Negative Acknowledgment

SCOS
Spacecraft Operating System (Vytek)

SCPS
Spacecraft Communication Protocol Standards

SCPS-FP
SCPS File Protocol

SCPS-NP
SCPS Network Protocol

SCPS-TP
Transport Protocol

SOWG
Software Operations Working Group

SSR
Solid State Recorder

STRV
Satellite Test Research Vehicle (STRV-1a, -1b, -1c, -1d)

TBD
To be determined

TCP
Transmission Control Protocol

UDP
User Datagram Protocol

UOSat-12
University of Surrey Satellite-12

US
United States

Glossary

ACK (Acknowledgement) – A protocol message sent by a receiving node indicating to the sending node that certain data were properly received.

CFDP Service Classes (from Reference 1)

Class 1 –
Non-reliable point-to-point service (no intermediate waypoints or relays)

Class 2 –
Reliable point-to-point service (no intermediate waypoints or relays)

Class 3 –
Non-Reliable end-to-end service (including intermediate relays)

Class 4 –
Reliable end-to-end service (including CFDP waypoints)

Class 5 –
File transfer via proxy third party (e.g. node A requests node B to send a file to node C)

NAK (Negative Acknowledgement) – A protocol message sent by a receiving node indicating to the sending node that certain data were not properly received.

Relay – A relay is an intermediate CFDP node which transfers a file between other CFDP nodes in a multi-hop transfer, but does not (in contrast with a waypoint) accept responsibility for reliable delivery to subsequent nodes.

SNAK (Selective Negative Acknowledgement) – NAKs which are sent in accordance with user specified criteria, such as waiting until a number of NAKs accumulate, waiting a certain period of time, or waiting until the end of the transmission.

Waypoint – A waypoint is an intermediate CFDP node which transfers files between other CFDP nodes in a multi-hop transfer requiring one or more CFDP nodes between the originating CFDP node and the final destination CFDP node.  CFDP waypoints accept full responsibility or ownership for the file while in its possession, so once a file is accepted by a waypoint the preceding node can delete it from its disk storage and assume it will be subsequently delivered reliably to the final destination node.

Appendix A – Protocol Selection Analysis Requirements

The following “requirements” have been assembled to distinguish viable alternatives for the ground-to-flight protocol study.  These requirements have no official status, however, they have undergone some internal review within Code 582.  They will be superceded by the NGST Flight-to-Ground Interface Requirements Document (Reference 2) and other documents.

1
The flight-to-ground communications system shall downlink the following types of data:

a)
Real-time engineering data

b)
Stored engineering data

c)
Stored science data

d)
Memory and table dumps

e)
Reports

1.1
The flight-to-ground communications system shall be able to transfer named files of stored data for downlink operations.

1.2
The flight-to-ground communications system shall be able to detect and retransmit missing and erroneous portions of data transmitted to the ground to form complete, properly ordered and error free copies of the data on the ground (i.e. reliable transmission). 

1.2.1
File-oriented data shall include stored science data, stored engineering data, and other data that could be treated as files as desired such as memory and table dumps, status reports, etc.

1.3
The flight-to-ground communications system shall be able to assign different priorities for the transmission of different types of downlink data.

1.4
The flight-to-ground communications system shall be able to transmit real-time engineering telemetry data to the ground with processing delays (in addition to the one-way light propagation time) of no more than ~3 seconds from generation on-board to receipt at the control center.

2
The flight-to-ground communications system shall uplink the following types of data:

a)
Command loads

b)
Real-time commands

c)
Science Observing Plans

d)
Memory loads (includes table loads and software patches)

2.1
The flight-to-ground communications system shall be able to detect and retransmit missing and erroneous portions of data transmitted to the spacecraft to form complete, properly ordered and error free copies of the data on board the spacecraft (i.e. reliable transmission).

2.2
The flight-to-ground communications system shall be able to transfer real-time command information from generation at the control center to receipt on the spacecraft, with average processing delays of no more than ~3 seconds and maximum processing delays of no more than ~5 seconds (in addition to the light propagation time).

2.3
The flight-to-ground communications system shall be able to send real-time commands from the ground to the spacecraft, with total processing delays of no more than ~3 seconds (in addition to the one-way light propagation time) when the downlink is not available (“commanding in the blind”) and without knowing whether the information was correctly received on the spacecraft.

Operational Requirements

3
The flight-to-ground communications system shall be able to meet all uplink and downlink communication requirements with the spacecraft in an L2 orbit.

4
The flight-to-ground communications system shall be able to meet the functional requirements for uplink and downlink, although possibly with degraded performance, with the spacecraft in a contingency drift-away orbit out to an Earth-to-spacecraft distance of 1 (TBD) Astronomical Unit.
5
The flight-to-ground communications system shall be able to concurrently uplink real-time commands and data loads (including flight software updates, command loads, memory loads, table loads, and science schedules), and downlink real-time engineering telemetry and data dumps (including stored science data, stored engineering data, memory dumps, table dumps and reports).

6
The flight-to-ground communications system shall accommodate transmission outages up to a maximum duration of ~10 minutes without data loss.

7
The flight-to-ground communications system shall be able to perform reliable uplink and downlink operations without human attendants present in accordance with a pre-determined schedule.

EXTRANEOUS REQUIREMENTS

The following requirements have been ignored with regard to this study because they are either at too detailed a level or not directly relevant to the protocol.  They may well, however, be appropriate for other areas NGST.

Data Volume Requirements

1
The flight-to-ground communications system shall be able to transfer ~415(TBD) Gbits (raw before headers and compression) of stored science data to the ground each day.

2
The flight-to-ground communications system shall be able to transfer ~2.8(TBD) Gbits (raw before headers and compression) of stored engineering telemetry data to the ground each day.

Tracking Requirement

3
The flight-to-ground communications system shall support spacecraft tracking with the following error requirements:

a)
cross-track position error of TBS meters

b)
in-track position error of TBS meters

c)
range error of TBS meters

d)
cross track velocity error of TBS meters per second

e)
in-track velocity error of TBS meters per second

f)
radial velocity error of TBS meters per second

Performance Requirements

4
The flight-to-ground communications system shall utilize less than 1 MB of on-board RAM in support of protocol code and data space.

5
The flight-to-ground communications system shall utilize less than 20kB of on-board EEPROM in support of protocol code and data space.

6
The flight-to-ground communications system shall utilize less than 15% of the CPU cycles during downlink at the maximum data rate.

7
The flight-to-ground communications system telemetry acknowledgments shall not significantly interfere with real-time, file or image uplink.

Frequency Requirements

8
The flight-to-ground communications system shall operate using X Band for the downlink at a frequency between 8450 - 8500 MHz and TBD Band for the uplink at a frequency of TBD MHz. 
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